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Abstract

The integration of information from different sensory modalities has many advantages for human observers, including increase of salience, resolution of perceptual ambiguities, and unified perception of objects and surroundings. Several behavioral, electrophysiological and neuroimaging data collected in various tasks, including localization and detection of spatial events, crossmodal perception of object properties and scene analysis are reviewed here. All the results highlight the multiple faces of crossmodal interactions and provide converging evidence that the brain takes advantages of spatial and temporal coincidence between spatial events in the crossmodal binding of spatial features gathered through different modalities. Furthermore, the elaboration of a multimodal percept appears to be based on an adaptive combination of the contribution of each modality, according to the intrinsic reliability of sensory cue, which itself depends on the task at hand and the kind of perceptual cues involved in sensory processing. Computational models based on bayesian sensory estimation provide valuable explanations of the way perceptual system could perform such crossmodal integration. Recent anatomical evidence suggest that crossmodal interactions affect early stages of sensory processing, and could be mediated through a dynamic recurrent network involving backprojections from multimodal areas as well as lateral connections that can modulate the activity of primary sensory cortices, though future behavioral and neurophysiological studies should allow a better understanding of the underlying mechanisms.
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1. Introduction

Our everyday life perception is subject to a continuous bombardment of external and internal information, both of which arise as a consequence of our own active and adaptive behavior. Our current understanding of how the brain processes these afferent sensory signals to yield a coherent and unified perception of the world remains, however, far from complete. Indeed, the problem of crossmodal integration appears to be one of the most challenging issues in the study of human perception and sensorimotor control, and several studies have tried to characterize the way human observers combine multiple sensory signals in an efficient way, ensuring both the necessary coalescence of the senses and an adaptive behavior in the constantly evolving environment we experience every day (e.g. reviews in [26,93,102]).

In fact, most living systems are able to integrate information coming from different sensors and to use this information to select and control their active behaviors. These afferent signals code for different aspects of the environment—for example, the eyes detect photons arising on the retina, the ears analyze variations of acoustic pressure in the auditory duct—and are mapped onto different reference frames. Nevertheless, the brain appears to be endowed with a surprising capability of extracting invariant properties among this blend of information, and to selectively combine these space–time distributed signals, in order to get a coherent interpretation of the surroundings.

Such highly-skilled capabilities can be illustrated by the following example. Imagine someone attending to his own occupations, and whose attention is suddenly drawn by the sound made by the boiling water of a saucepan in
the kitchen; he looks towards the object in question, and it quickly appears that the saucepan must be taken away from the cooker. Now, what has to be done is to reach for the saucepan: crucial information about the object to be grasped are conveyed by vision (water steam), audition (sound of the boiling water), and haptics (heat and vibration of the handle). All of these perceptual cues, gained through different sensory modalities, concern the same object and, together, should influence the actor to perform this action carefully.

While from a phenomenological point of view we seem to have a direct and effortless experience of our surroundings, complex mechanisms are at work between sensory processing and cognitive interpretation or goal-directed motor action. Studies on crossmodal integration are particularly relevant for understanding spatial cognition because orienting in space and detection of singular events are common human behaviors that are to a large extent dependent on multiple and simultaneous sensory information [102]. Furthermore, a precise representation of our body and external space is necessary for planning accurate movements and controlling action directed towards objects in the environment [75,126], as illustrated in the preceding example. Many other situations involve crossmodal processing of different sensory information such as when one tries to identify an object by means of sight and hand movements, or when we decide that a car is moving away by perceiving a congruent decrease in sound intensity and apparent size. We would thus define crossmodal integration as the process by which the same or different perceptual features carried by distinct sensory modalities are bound together, both in the temporal and spatial dimensions, in order to get a common coherent representation of space and physical objects. However, the criteria and the mechanisms by which the brain is able to bind these modality-specific cues in order to yield a coherent percept remains an open issue.

In fact, several behavioral, electrophysiological and neuroimaging studies have shown that spatial cognition is not the monopoly of vision as traditionally advocated for many decades, and that sensory modalities do not work in complete isolation from each other, but rather share potentially common spatial representations and dedicated mechanisms of perceptual analysis that lead to fine interactions in both the spatial and temporal domains (e.g. reviews in [15,26,75,93,102]).

In this review, we shall discuss the following issues: At what level of perceptual organization do crossmodal interactions occur? How are crossmodal cues integrated into a unified and coherent multimodal percept? As in the introductory example, we shall take a progressive approach, starting from the more perceptual related processes (e.g. passive detection/identification) and leading to more elaborate sensorimotor behavior (e.g. pointing, tracking, exploration of objects). The review will thus be organized as follows: first, we shall deal with space representation through the description of visual ‘dominance’ effects commonly found in spatial localization tasks and the effect of voluntary or automatic orientation of attention in the detection of a spatial target (Section 2). We will then examine how congruent or non-related stimulation in one modality can affect sensory processing in another modality whether it be to identify dynamic external events, or more generally to analyze a perceptual scene (Section 3). Finally, more complex behaviors will be reviewed and in particular, we shall briefly discuss how sensory modalities interact for object recognition and sensorimotor control (Section 4). The crossmodal interactions reported in the above field of investigations, as well as experimental data collected in electrophysiological and neuroimaging studies, will be discussed in the light of recent theoretical models of crossmodal integration (Section 5).

2. Space representation: localization of events

Identifying the location of an object relies on a precise spatial representation, although spatial cues are often gathered through different sensory modalities. Location of a distal visual object emitting a sound can be recovered from both vision and audition, for instance. In this way, different modalities provide redundant, or convergent, spatial cues, which must be integrated into a coherent and unified percept in order to yield a perceptual decision or an accurate reaching movement. Furthermore, it is clear that from the huge amount of information received by our different sensors, and because our processing capabilities are limited, we have to select relevant information for our ongoing task and discard other irrelevant cues. On the one hand, we must deal with the selective filtering processes that are at work in spatial attention, and on the other hand, with the fusion of concurrent information perceived through different sensory modalities. Therefore, an outstanding question that remains is to understand how the brain combines these different signals to yield a coherent interpretation of surroundings and external events.

In the following section, we shall examine these two aspects of spatial perception, by reviewing the influence of visual cues on crossmodal spatial perception of external events and body parts, and the influence of orienting of attention in one modality on spatial processing in another modality.

2.1. Crossmodal localization of external events

2.1.1. Immediate and consecutive responses to intersensory discrepancy

In line with the original work of Stratton [105] on spatial localization of auditory or visual stimuli after a
generally observed that their pointing movement deviates accordingly, giving rise to significant spatial errors in the final pointing position (‘visual capture’, [77]). In a post-adaptation test, when the goggles are withdrawn, a strong sensorimotor after-effect is observed and subjects make systematic errors in the direction opposite to that found in the pre-adaptation test, which also reflects the biased recalibration of the matching between proprioceptive and visual spatial signals. Similarly, immediate estimation of hand location during conflicting visual information is biased toward perceived visual position, provided that the induced conflict is not too large [47,77]. Such spatial mislocalization effects have also been reported with visual distractors and tactile targets [76].

2.1.2. A common adaptive crossmodal fusion principle

A commonly accepted explanation for such dominance of visual inputs over the other sensory signals is that the perceptual system treats temporally coincident bimodal events, provided that they are not too distant, as a single unitary event on the basis of a ‘unity assumption’ [124]. Furthermore, it has been proposed that perceptual interpretation relies on the most reliable and precise information, both in the temporal and spatial domains, which is known as the ‘modality appropriateness hypothesis’ [124,125]. In spatial tasks, the perceptual system should therefore rely more on vision, which is the more accurate source of information due to its greater spatial resolution. Auditory and proprioceptive information are taken into account to a lesser extent in the final perceptual decision, as they are less precise than vision in the spatial domain.

As we have seen, perceptual responses to auditory or proprioceptive targets are located closer to a simultaneously perceived visual cue; nevertheless spatial mislocalization effects occur even without the involvement of the visual modality, and auditory cues do not give rise to significant spatial biases. Together with the fact that the ‘ventriloquism’ effect can be observed without the involvement of attention [9,114], it is unlikely that perceptual judgements regarding spatial location are based on the output of a bimodal competition driven by selective allocation of attentional resources, whereby the visual modality strictly dominates over another modality, as has been proposed earlier by some authors (e.g. [78]; see also [125]). Rather, human observers seem to process both sources of information and the direction of crossmodal bias depends on some automatic perceptual processes. Perceptual responses appear merely to be the result of a linear weighting mechanism between the contribution of each modality, the weights being determined according to the intrinsic reliability of each modality, i.e. its spatial acuity.

This is exactly what was observed in the preceding studies with discrepant spatial cues: immediate perceptual responses are biased in the direction of the more

horizontal reversal of visual field (see also [30]), most studies have pointed to the ‘dominance’ of visual inputs over the other sensory signals, also referred to as ‘visual capture’ when it concerns body-parts [77,124]. This has been widely illustrated by the ‘ventriloquism effect’ [8,50], in which the perceived spatial position of an auditory source is biased toward the spatial position of a simultaneously presented visual stimulus. The magnitude of this effect depends on spatial disparity and temporal synchronization between the two sources, both of these determinants being involved in the constitution of unitary spatial entity. Such spatial mislocalization effects have also been reported with other combinations of sensory inputs. A significant biasing effect of proprioception on the perceived position of auditory stimuli has also been reported [14,125]. However, inducing visual biases with auditory distractors has never been as conclusive [7], and concurrent auditory stimuli have only little effect on the proprioceptively-perceived hand position [14,77,121]. Moreover, it has been shown that the ‘ventriloquism effect’ occurs even if the subject’s attention is not voluntary or automatically directed to the visual stimulus [9,114], hence dismissing an explanation based on a strict attentional effect. Taken together, the preceding observations indicate that localization performance is not affected in a fully symmetrical way: auditory and proprioceptive targets give rise to the most salient mislocalization effect when a concurrent and synchronized visual stimulus is present, so long as this is not too distant, while the reverse—visual position estimation with concurrent auditory or proprioceptive targets—leads to perceived spatial discrepancy of a lesser extent, if any. Therefore, in the presence of conflicting spatial cues, human observers seem to rely more on the available visual information, keeping conflicting auditory and proprioceptive cues apart from the final perceptual decision.

In addition to verbal estimations or pointing movements, another method that has been widely used to demonstrate the dominance of visual inputs in crossmodal integration of discrepant spatial cues requires location judgements at the time of a distortion of the whole visual field with prismatic lenses or goggles (e.g. [47,120]; review in [123]). In these situations, subjects are asked to report the location of their hand or of a visual target, while the matching between visual and proprioceptive information is altered. Prism adaptation studies have pointed equally to the dominance of vision in spatial localization, as well as to the fast re-mapping of the reference frame used for pointing or judging hand location in the presence of conflicting spatial signals. In a typical task, subjects are wearing prismatic goggles that deviate the visual field by several degrees with respect to the sagittal plane. When subjects are asked to localize a target by means of an arm movement, it is generally observed that their pointing movement devi-
reliable of the two sensory modalities, i.e. vision in the case of auditory–visual or proprioceptive–visual localization, or proprioception in the case of auditory–proprioceptive localization. In the case of prism adaptation studies, a similar principle could explain the observed results, since visual acuity is better than proprioceptive acuity (e.g. [74,119]). After continuous exposure to an optical deviation, the re-mapping between visual and proprioceptive signals can lead to a re-weighting of these conflicting spatial signals, resulting in an enhancement of the proprioceptive contribution to the guidance of pointing movements.

Additional evidence in support of an adaptive combination of proprioceptive and visual inputs comes from the work of van Beers and colleagues [106–108]. Comparing unimodal and bimodal performance when subjects are asked to match the unseen position of one of their fingers with either proprioceptive information, visual information or both, van Beers et al. [106] have shown that subjects’ responses are not based on the contribution of independent position signals. On the contrary, they result from an efficient weighting of the contribution of the two modalities, the weighting being related to the precision of each unimodal information. More precisely, the analysis of variable error reveals that, in the bimodal condition, subjects’ responses are not distributed on a straight line between the two unimodal response distributions, as would have been expected if the perceptual response was the simple arithmetic mean of the two unimodal responses. In another experiment of visual–proprioceptive localization of the hand, van Beers et al. [107] examined the relative precision of the two sensory systems and found that visual and proprioceptive localization performance is affected in a direction-dependent manner. In the proprioceptive condition, hand positions are better localized in the radial direction, especially when the hand is closer to the shoulder, while in the visual condition, spatial judgments are more accurate in the azimuthal direction than in the radial direction. Similar results were obtained by van Beers et al. [109] in a sensorimotor adaptation study: the integration of visual and proprioceptive position information is dependent upon the direction of the pointing movements with respect to the observer. In particular, observers rely more on proprioceptive than on visual information when they have to point at visual and proprioceptive targets located in the radial direction, as compared to situations in which targets are located in the azimuthal direction (see also [108]). All these results highlight a finer interaction between proprioception and vision than has previously been reported.

2.2. Crossmodal spatial attention

Recent experimental work based on attentional paradigms provides new insights toward a better understanding of the internal linkage of bimodal signals, especially the mapping between different modality-specific reference frames. It has been shown for instance that previous and concurrent sensory information can facilitate the detection and location discrimination of a target delivered in another modality (e.g. [13]). Recent work on covert attention with endogenous and exogenous cues demonstrates strong crossmodal links and also suggests that spatial attention can be driven by a common multimodal representation (review in [24]).

In a series of elegant experiments based on an orthogonal cueing paradigm, Driver and collaborators [25,98,100] have demonstrated strong crossmodal links in covert spatial attention to tactile, visual and auditory stimuli. Observers were asked to judge the position of a visual, auditory or tactile stimuli having a high or a low probability of appariition at the top or bottom of a screen, while a preliminary cue indicated the likely target side for one modality only. For instance, a top (vs. bottom) target presented in the primary modality is cued by a left–right stimulation in the other modality. With this design, the two sensory modalities are purely orthogonal, ensuring that there is no priming artifact that could bias the upcoming sensory event: that is, tactile cueing on the left side does not give information about the azimuthal location of the visual stimulus. Spatial cueing effects were found in both auditory–visual [98] and visuo–tactile [100] tasks: reaction time analysis revealed that responses are shorter when high-probability stimuli are delivered to the same side of the visual field as the preceding cue, whether the cueing modality is the same as the test modality or a different one. However, cueing effects were always larger for the primary modality. Such spatial cueing effects suggest a tendency for auditory, tactile and visual endogenous attention to be directed together to the same spatial location.

The question of how the brain keeps an accurate mapping of space while spatial attention is oriented toward different locations in the visual field, has been addressed in another cueing paradigm. In this experiment [25], participants engaged in a crossed or uncrossed hands posture, were asked to judge the spatial location of a visual stimulus appearing in the right or left side of the visual field, after a tactile vibration had been delivered on the right or left finger. In the uncrossed condition, i.e. when the correspondence between somesthetic and visual spatial representations is preserved, it was observed that visual judgements on the left hemifield were faster when preceded by a tactile cue on the left finger. In the crossed condition, where the left/ right sagittal relation between somesthetic and visual reference frames is reversed, the opposite pattern of results is observed: a vibration on the left finger results in faster visual judgements on the right hemifield. So, these results do not correspond completely to the classical view of an increased activation in the contralateral
hemisphere due to crossed unimodal cortical projections spreading in turn to the other sensory areas located within the same hemisphere [53]. The authors suggest that judgments are made on the basis of an external, modality-free, spatial coordinate system. Thus, according to the authors, the brain maintains an unbiased bimodal representation of space by appropriately linking together unimodal spatial information onto a common frame of reference. Taken together, these results suggest that an unitary multimodal percept, elaborated on the basis of multiple spatially coincident sensory events, drives crossmodal spatial attention [25].

These experimental findings have also been replicated while recording evoked response potentials (ERP) in an odd-ball detection task, where subjects had to detect infrequent tactile targets among tactile, visual (Experiment 1) and auditory (Experiment 2) stimuli, while hand posture was varied between blocks of trials or across trials [27]. The initial hypothesis was that if crossmodal linkage is based on an external frame of reference, the effect of tactile attention on ERPs elicited by the task-irrelevant visual or auditory stimuli should lead to larger ERP amplitudes for these stimuli when close to the attended hand (i.e. on the same side of external space), regardless of hand posture. On the other hand, according to the hemispheric projections hypothesis [53], orientation of endogenous spatial attention toward one or the other side of the visual hemifield is determined by the relative levels of activation of the two hemispheres. Thereby, an increase of activation in the left hemisphere following a sensory cue leads to a rightward shift of spatial attention. This hypothesis would thus predict enhancement of activity for spatially congruent tactile and visual or auditory stimuli in the uncrossed condition only (or conversely, with spatially inverted tactile and task-irrelevant stimuli in the crossed condition). Indeed, the observed results are consistent with the former hypothesis, since a systematic increase was observed in ERP amplitude of visual and auditory components when visual and auditory stimuli were located on the same side of external space as the attended hand, for both crossed and uncrossed hand conditions. However, attentional modulations of somatosensory ERPs were affected by hand posture, suggesting that crossed posture should lead to a possible disruption of tactile spatial attention without affecting the crossmodal effect upon vision or audition [27].

In conclusion, the results suggest that crossmodal linkage involved in spatial attention is not determined by hemispheric projections but appears to be anchored to a common external coordinate system, with the exception that the tactile modality seems to be driven by both specific anatomical pathways and such an external reference frame ([27]; see also, [99]). Together with findings on spatial localization of bimodal events, all these results point to the dynamic elaboration of a multimodal percept, that is a global percept resulting from the adaptive integration of unimodal inputs. Such adaptive bimodal integration in spatial localization and the tight linkage between congruent signals in orientation of spatial attention suggest that human observers are able to build an unified multimodal representation of space. Since more elaborate spatial analyses generally rely on such visuo-spatial skills, a coherent crossmodal representation of sensory events that operates at early levels of perceptual processing would obviously be of relevant interest in spatial cognition.

3. Crossmodal interactions in perceptual scene analysis

We have seen how the brain solves the discrepancy between simultaneously presented bimodal signals for spatial localization, and how it takes advantage of sequential convergent bimodal information regarding stimulus location when orienting spatial attention. Crossmodal effects have also been extensively described in the more general framework of perceptual scene analysis. Indeed, as we will see in the next section, additional information delivered in a secondary modality can help to solve perceptual ambiguities, or facilitate the segmentation of a perceptual scene.

3.1. Auditory–visual interactions in motion analysis

Several experiments have described reciprocal auditory–visual interactions in the perception of dynamic displays. Using an auditory–visual adaptation task, Kitagawa and Ichihara [54] have shown that adaptation to the perceived motion in depth of a visual stimulus (induced by the contraction and expansion of its apparent size) can alter the perceived intensity of a sound paired with the visual stimulus. Likewise, Mateeff et al. [67] have demonstrated that a static auditory stimulus, when presented simultaneously with a moving visual display, can yield a sensation of displacement of the auditory source. Just as with a static auditory source, visual motion can also influence induced auditory motion after-effect [113]. Similarly, visual motion processing is modulated by concurrent auditory motion signals, though congruent auditory cues seem to facilitate visual motion identification only when visual motion cues are not reliable [71].

The observation that a consistent moving visual stimulus can influence the perception of static or moving auditory stimuli adds further support to the hypothesis that spatio–temporal correlation between sensory inputs, here motion signals, can be used by perceptual systems, precluding the occurrence of segmentation between bimodal events. However, there seems to be a more effective influence of visual motion cues on auditory motion processing than the reverse (see also [97]).
This suggests that visual cues can not only be the preferentially used static spatial information, as observed in spatial localization, but also that visual motion signals play a significant role in scene analysis and can be given a heavier weight in the perceptual interpretation, due to their greater reliability in comparison to auditory motion signals.

Such auditory–visual interactions are not limited to the case of continuous auditory stimulation, but have also been described with discontinuous or sudden auditory events. It has recently been shown that transient auditory stimulation can influence visual processing of position and motion information. First, Alais and Burr [3] have shown that perceived temporal lags in an auditory–visual version of the classical visual ‘flash-lag effect’ were found to be intermediate between those observed with single auditory and visual stimuli, in both bimodal conditions (visual flash/auditory motion and auditory flash/visual motion). However, the estimated latency to perceive the two events as physically aligned was not the same in the two bimodal conditions: results for two subjects showed that this latency was higher in the auditory motion/visual flash condition. Second, Vroomen and de Gelder [111] describe a temporal ‘ventriloquism effect’, where an auditory stimulus paired to a visual flash presented in close temporal relationship with a moving visual stimulus can bias the perceived temporal dimension of the visual flash. In this study, also based on the ‘flash-lag effect’, subjects had to judge the position of a visual spot relative to a moving bar (i.e. positive or negative spatial lag), where the spot was flashed in varying temporal phase (−66.7 to +66.7 ms) relative to the moving stimulus. On half of the trials, an additional auditory click was presented in synchrony with the visual spot. Results show that the presence of an auditory stimulus sharpens the discrimination response curve for spatial lag, while it decreases the magnitude of the flash-lag effect. When the sound was not synchronized to the flashed visual spot but delayed by −100 to +100 ms, a modulation of the effect was observed: sounds delivered before the visual flash decreased the flash-lag effect, while the reverse pattern was observed for sounds delivered after the visual flash. As emphasized by the authors, these findings are of relevant interest since they demonstrate that audition can interact with visual processing not only when auditory information has a structured rhythmic pattern as previously shown (e.g. [94,115]), but also with an isolated auditory signal. Moreover, it appears that the time window during which an auditory event is able to modulate visual processing is rather narrow and presents asymmetrical boundaries, since auditory cues perceived after a visual event seem to be less effective. Therefore, integration of auditory and visual information rely on the spatial correlation between perceived events, but also depends strongly on the temporal dimension and stimulus duration.

The role of the temporal correlation between auditory and visual events is also strengthened by the study of Sekuler et al. [89] who asked subjects to qualitatively evaluate the motion of two small spots translating along crossed paths. When the two spots cross in the middle of their trajectories, subjects report perceiving either two spots bouncing in opposite directions or two spots sliding one under the other, this latter being the most frequently reported percept. This bi-stable stimulus, initially devised by Metzger [70], is thus well-suited for studying the effect of an auditory cue on visual motion processing. Indeed, by adding a brief tone at the moment of spatial coincidence, the proportion of ‘bouncing’ percepts increases significantly as compared to the proportion of ‘streaming’ percepts. A similar phenomenon of lesser magnitude is observed when sound is delivered 150 ms before spatial coincidence, but it appears to be less consistent when sound is delivered 150 ms after spatial coincidence. Again, this highlights an asymmetrical time window for auditory–visual interaction to occur.

One obvious explanation of this auditory effect on visual motion perception, as suggested by these authors, is that it may result from strong perceptual associations developed between auditory and visual properties of physical objects, such as the sound they make when they enter into contact. Other experiments have also emphasized the role of transient auditory signals in the perception of physical causality [36], and the critical time window (<200 ms) needed between two events for observing such ‘causality percepts’ [88]. Again, an internal assumption of perceptual ‘unity’ [124], anchored on temporal and spatial relationships between sensory events, seems to drive perceptual organization in scene analysis.

In summary, auditory motion cues appear to be less effective in comparison to static and transient cues to induce significant crossmodal interactions in visual–auditory scene analysis. As in location judgements, the elaboration of a coherent percept seems to result from an efficient weighting of both auditory and visual contributions according to their spatial and temporal reliability. In the case of dynamic signals, visual motion cues appear to be used preferentially compared to auditory ones, but transient auditory signals could also participate in the segmentation of conflicting or ambiguous visual information. This selective linkage between audition and vision in perceptual analysis could obviously follow from crossmodal apprehension of space and physical objects during perceptual learning. However, this implies that relevant crossmodal associ-
3.2. Auditory–visual interactions and perceptual modifications

We have seen that information that is redundant in one modality can facilitate the detection and identification of a stimulus delivered in another modality (e.g. faster reaction times with redundant bimodal spatial cues). Crossmodal interactions are also observed when additional information is not related to the task at hand: for instance, a salient auditory cue can help to detect a structured visual target embedded in distractors, even when this additional cue is not linked on any physical dimension to the target [112]. Such auditory influence on visual perception also exerts an effect on low-level features, since it has been shown that the perceived intensity of a liminal visual stimulus is modulated by the release of a simultaneous sound [103].

Most surprising are the observations made by Shams et al. [91]; see also Shams et al. [92] in an experiment studying the effect of concurrent auditory tones delivered during the presentation of successive visual flashes on the estimation of seen events. The results show that auditory tones strongly bias the number of perceived flashes: if a single visual flash is presented on the screen and more than one brief tone is delivered during a trial, subjects report perceiving more than one visual flash. Manipulating the temporal pairing of the auditory–visual events highlights a critical time window of ~100 ms (~75 to +115 ms), comparable to that found by Sekuler et al. [89]. The observation that a single beep paired with two visual flashes does not elicit any additional illusory flash, and leads to a performance similar to that with two beeps paired with one flash, rules out an explanation of this ‘sound-induced illusory flashing’ effect in terms of a cognitive bias. Rather, this suggests that crossmodal interactions occur at early stages of perceptual processing [92]. According to the authors, these results could be best understood as the selective influence of a discontinuous stimulus in one modality, i.e. a sensory transient (here the auditory tone), on the perception of a continuous stimulus in another modality (here vision). This explanation based on the influence of a concurrent and transient sensory cue on perception is also compatible with the findings of Sekuler et al. [89], since it has been shown that when the synchronized sound is not salient enough (for instance, by embedding it in a series of identical sounds with the same pitch), the ‘bouncing’ illusion declines [122]. Furthermore, the effect of a transient on perceptual interpretation of ‘streaming/bouncing’ motion is not dependent on the sensory modality in which it is delivered, as has also been observed with visual (brief presentation of a ring) and somatosensory (vibration of the finger) cues given in synchrony with the crossing of the visual spots.

In order to study at what level of perceptual processing these crossmodal effects take place (i.e. low-level sensory stage vs. decision stage), Shams et al. [90] have replicated the illusory flash experiment while recording visual evoked potentials. When subtracting the responses evoked by the bimodal condition from the summed unimodal conditions, they observed two significant periods in the difference wave for the illusory flash condition (a single flash paired with two beeps is perceived as two flashes). An early visual evoked response was observed around 174 ms post-stimulus (or 103 ms if stimulus-onset-asynchrony between successive visual flashes is subtracted), and another period of significant activity between 262 and 360 ms. Considering both this short latency response and the similarity between the global activity pattern—a positive peak and dual positive peaks in the two significant periods of difference waves—evoked by the illusory flash condition and that evoked by a true physical second flash (control condition), the authors suggest that auditory–visual interactions occur early in sensory processing in the visual cortex, and are not part of a higher decision level.

As in the preceding case of auditory–visual processing of motion and static signals, we see that one important temporal clue used by the perceptual system is the transient nature of the concurrent auditory event, regardless of the fact that it occurs with a continuous or a discontinuous stimulation in the visual modality. This has led some authors to propose that transient events possess a special status in perceptual scene analysis [93]. However, this raises at least two questions at the developmental level: how are contingent auditory and visual stimulation associated during early life, and how can these relevant crossmodal associations spread over other arbitrary spatio–temporal relations, since we have already seen that irrelevant auditory cues also modulate perceptual interpretation. Finally, this further suggests that the visual modality, which has been viewed for a long time as the dominant sense in spatial tasks, shares strong relationships with auditory processing of salient signal, at the level of perceptual organization (see also [11]). Here again, spatio–temporal integration of auditory–visual dynamic and static cues appears to follow an adaptive combination rule, in close analogy with the one...
that is observed in location judgements, that is dependent on the nature of the concurrent auditory cue.

4. Crossmodal ‘active’ perception

Whereas, above, we have focused our review mainly on crossmodal effects in the analysis of spatial properties of distal events, we now review other experimental data showing how the brain combines different complementary local features conveyed by different modalities in order to yield a coherent interpretation of object properties.

Commonly used techniques found in the literature on crossmodal object cognition are recordings of free exploratory movements (e.g. [55,56,60]), unimodal vs. bimodal matching and identification tasks (e.g. [4,17,39,44,73]), and crossmodal transfer tasks [45,48]. We shall limit this review to crossmodal discrimination tasks and sensorimotor control, as these two fields of research allow to offer a valuable insight into crossmodal processes that are at work in these active behaviors. The interested reader should refer to the more extensive review of Calvert [15], which encompasses a broader range of experimental data collected in neuroimaging studies.

4.1. Crossmodal object and shape analysis

When one has to identify an object that can be seen and felt at the same time, both vision and touch provide important clues on object structure. Indeed, some of these clues can be accessed through both modalities, such as size and position, while other are modality-dependent, e.g. volume and temperature for the haptic sense, and color for vision [56]. According to Lederman and coworkers, specific exploratory procedures are used for the extraction of these specific local features with the haptic modality. Thus, different complementary spatial attributes are conveyed by different modalities and the brain has to combine them appropriately. As proposed by Lederman and co-workers, since the haptic modality serves both a sensory and motor function, haptic sense can be considered as the cornerstone between perception and action. Studying interactions between haptic and visual functions is thus an interesting approach to bridging the gap between perception and action.

Early studies on crossmodal interactions with conflicting spatial cues (e.g. [84]) have shown that vision took precedence over touch. However, haptic sense could take a more prominent role in object recognition because it is specifically a contact modality, specialized for the analysis of object material properties [60]. Moreover, the touch modality is not limited to a frontal ‘field of view’ and can access the back of an object, unlike vision, hence perfectly complementing object features accessed by the visual modality (e.g. [73]). Thus, while it has been argued that vision dominates our perception of spatial properties, in the case of texture analysis, haptic information could be used preferentially depending on the spatial features being analyzed [49,62]. Indeed, crossmodal integration between touch and vision should be dependent upon the task at hand: in spatial localization or analysis of spatial properties of object, vision provides reliable sensory information and should contribute to a greater extent to the perceptual interpretation, whereas in the analysis of material properties, haptic information should be used preferentially. An important issue is to understand how the two sources of information are integrated together, given their own domain of expertise, to yield a multimodally determined percept.

Several experiments have tried to address the question of optimal combination of haptic and visual information in the processing of object or surface properties [58,61,62]. In a study with raised dot patterns, it has been shown that visual or haptic dominance effects could be induced by manipulating task instructions [62]. When subjects were asked to evaluate the degree of perceived roughness (i.e. a purely material property of the object) of a textural pattern, by means of qualitative unimodal judgments, touch dominated vision. In another experimental condition, subjects were asked to evaluate in a similar way the perceived spatial density (i.e. a purely spatial property) of the same raised dot patterns. In this case, a reverse dominance of vision on touch was found. According to the authors, these findings are another illustration of the optimal use of sensory-specific information, as proposed by Welch and Warren [124]. It would have been interesting to see if one can observe a gradual modification of the weight given to each modality when manipulating perceptual reliability of the textural information (for instance, by distorting the visual field or by manipulating haptic feedback).

These findings are in close agreement with another study bearing on crossmodal perception of surface properties [28,29]. After having demonstrated that haptic feedback can bias visual interpretation of 2-D surface slant [29], Ernst and Banks [28] have shown in a visuo–haptic discrimination task that, when estimating the height of a raised ridge, human observers combine haptic and visual information in a very efficient manner, depending on the amount of noise added to visual cues. Visual information thus dominates in perceptual decision only when visual cues are perceived as sufficiently reliable. To account for these results, the authors present
a theoretical model based on maximum-likelihood estimation where unimodal sensory estimates are weighted in inverse relation to their reciprocal variance. Thus, both visual and haptic cues appear to be taken into account according to their intrinsic reliability to yield an optimal bimodal percept, as proposed earlier in the case of bimodal localization of spatial events or body-parts [108].

Finally, in addition to these visuo–haptic interactions in the perception of surface properties, crossmodal interaction between touch and audition have also recently been investigated. By comparing unimodal and bimodal performance, Lederman et al. [61] have shown that when subjects have to judge surface roughness with a rigid probe providing auditory feedback at the contact point, both kinds of information are also taken into account, but tactile cues are used preferentially compared to auditory cues, although subjects appear to be more confident in their perceptual judgments in the bimodal condition. Here again, such findings highlight the fact that human observers take into account all of the available sensory cues, but preferentially use the more reliable ones.

This adds further support to the idea that our perceptuo-motor abilities follow from an optimal use of our different senses, both in our perception of extra-personal space and in relation to objects with which we can potentially interact.

4.2. Sensorimotor integration and motor control

Crossmodal integration is not only a mandatory perceptual mechanism, involved in processing redundant, congruent or orthogonal spatial signals, but also deals with perceptual and motor coordination. Indeed, accuracy of pointing movements or precise manipulation of an object imply that subjects are able to evaluate their own performance through the use of sensory feedback and to rapidly correct their movements in response to upcoming events. The sensory and motor systems should thus interact in an efficient way in order to ensure such a precise interaction.

This is underlined by several studies that have shown that subjects are able to adapt their movement trajectory on a short time scale when visual feedback is temporally or spatially delayed (e.g. [82,95,110]). Likewise, reaching trajectories are affected when a visual target is suddenly displaced after arm movement onset (e.g. [81]), even if target displacement is not consciously perceived [22,40]. In addition to prior visual information regarding target location, non-visual signals operate in the control of arm movement during its execution. Eye–hand coordination in response to a target displacement is also a typical example of the need for fine tuning between sensory processing of visual and non-visual inputs and control of oculomotor and hand motor systems. When subjects are asked to point at the extrapolated final position of a moving visual spot temporarily occluded by a band of moving random dots, hand pointing errors are correlated with final gaze errors, which result from a combination of saccadic and ocular following responses [96]. These results are not consistent with an hypothesis in which a common signal could be used by the saccadic and hand motor systems, as in such case hand pointing errors would not have been expected to be influenced by the ocular following response elicited by the moving random dots. According to the authors, this further suggests that a gaze position signal, which could be derived from extra-retinal signals such as efference copy of the input to ocular motoneurons, provides a relevant target signal for the guidance of hand pointing movements, although other studies do not favor such a model of hand movement control based on gaze information (e.g. [85]). Nevertheless, such extra-retinal signals could be selectively used, depending on the availability and reliability of retinal stimulation. For instance, it has been shown that the matching between gaze and hand pointing directions is affected in total darkness [10]. According to these authors, the wrong calibration of motor command when vision is not allowed is an indication that extra-retinal signals could be better used in the presence of a concurrent retinal stimulation. Finally, in addition to gaze information, proprioception participates to a large extent in the control of limb movements, as illustrated for example by the observation that movements made by subjects without proprioceptive inputs (either following deafferentation, or when executing task in weightlessness) show strong unnoticed directional errors [41]. Proprioceptive information could also influence the control of smooth pursuit eye movements: for instance, ocular pursuit of a moving target is improved when target trajectory is manually monitored by subjects [104]. Taken together, these observations suggest that control of eye and hand movements depends on multiple sensory cues (retinal, extra-retinal, proprioceptive) which interact from initial planning of movement up to on-line motor control.

Current computational models of motor control (e.g. [51,52,127]) assume that sensory signals can indeed interact with feed-forward motor commands in an efficient manner. Accurate control of movements can be achieved by anticipating the sensory consequences of motor action through the use of an internal model of the upcoming interaction between our body and the environment [127]. Such predictive mechanisms could therefore ensure the maintenance of correct performance despite slow feedback loops and variable gain in sensory systems. Furthermore, the coupling between multiple contextual controllers could ensure flexible responses depending on the sensory context and past experience [128]. In this perspective, sensorimotor adaptation, as observed in judgements of hand location
under optical deviation, could reflect the adaptation or learning of a new model of interaction between motor output and afferent sensory feedback.

We have already seen how touch can dominate in our perceptual interpretation of specific object properties. Proprioceptive information can be used, together with vision, in an optimal way, in judging hand location or when controlling limb movements. Taken together with the preceding descriptions of adaptive crossmodal interactions in perceptual analysis, all these studies converge toward the idea that human perception relies on a tight interplay between our sensory organs and active behavior, that are to a large extent dependent on adaptive and contextual crossmodal representation of space (see also [75,126]).

5. Discussion

5.1. A bayesian solution to crossmodal perception

To summarize, we have reviewed experiments showing that human observers tend to bind together sensory signals and assign them to a common external source, provided that they are perceived in close spatio–temporal relationships. In order to get the best sensory estimate and a coherent representation of space, a general underlying mechanism that could be used by the brain is to rely on the different modalities according to their relative precision, that is in a statistically optimal manner. In other words, perceptual responses could be the result of a weighted arithmetic mean between the sensory signals, the weights being related to the intrinsic reliability of each signal, which is qualitatively equivalent to a maximum-likelihood estimation. Obviously, each modality possesses its own domain of expertise, which could lead to fine interactions both in the temporal and spatial dimensions, depending on the task at hand and on the available sensory cues. Auditory and tactile cues can help to rapidly shift attentional resources toward a new region in visual space, and they can facilitate segmentation or grouping of sensory events when analyzing a visual scene. Object recognition and motor control also involve adaptive integration of reliable perceptual cues gathered through several sensory modalities and interacting with motor command.

Theoretical models based on maximum-likelihood estimation provide simulated responses in close agreement with behavioral performance in the case of auditory–visual localization [5,38], visuo–proprioceptive localization of hand [108], visuo-manual reaching [57], or visuo–haptic surface discrimination [28]. Interestingly, Battaglia et al. [5] have suggested that, in addition to minimum variance estimation, perceptual decision in auditory–visual localization could rely on prior information regarding the reliability of visual cues, turning this kind of model into a bayesian model of crossmodal integration. This boils down to raising the visual contribution for some aspects of spatial processing, e.g. bimodal localization, hence providing an elegant refinement of the former ‘modality appropriateness hypothesis’ [124]. How this prior information could be obtained remains to be determined, but it has recently been proposed that during a reaching task with varying amount of visual feedback, human observers make use, in an optimal probabilistic manner, of both estimated sensory uncertainty and prior information about visual reliability depending on past trials [57]. Therefore, like short-term sensorimotor learning, a similar principle could be considered on a larger time scale in the case of bimodal localization or scene analysis: prior information regarding the precision of visual cues in locating a target or the salience of auditory and visual signals could have been gained during development, although the implication of attentional processes remains to be further clarified. This optimal integration principle between relative contributions of each sensory modality is not limited to the above mentioned situations but also applies to the case of crossmodal exploration of a 3-D object, as specific perceptual attributes (e.g. size, volume, texture, resonance) are carried by dedicated modalities. To our knowledge no such computational model has been proposed.

5.2. Neurophysiological correlates of crossmodal processing

However, this raises the question of how the brain performs such an adaptive combination of simultaneous sensory inputs, yielding the best sensory estimate and an unified representation of space. Neurophysiological evidence indicates that the brain is able to perform such multimodal computations through the coordinated activity of distributed population of neurons (reviews in [1,15,101,102]). It has been proposed that the brain relies on the spatio–temporal correlation between the bimodal signals, that could be analyzed by dedicated populations of neurons responding to this kind of correlated inputs. Indeed, multisensory integration has been extensively studied at the level of single neurons (see, e.g. [68,69,117,118]). A ‘response enhancement’ was observed in multimodal neurons located in the deep layers of the superior colliculus that are selectively activated by spatially and temporally coincident stimuli—either visual, auditory and/or somesthetic. This response enhancement is characterized by a stronger activity in response to bimodal stimuli than the sum of the responses to unimodal stimulation, especially for weak unimodal stimuli. In contrast, spatial discrepancy leads to a ‘response depression’. Furthermore, this pattern of activity is not confined to the superior colliculus but has been found in cortical areas as well [42,83,116]. Therefore,
such bimodal neurons are well-suited to detect coincident inputs. Since auditory and visual maps are organized in register, together with premotor maps, this could ensure a fast coordinated behavior in response to spatial events.

At the cortical level, parietal areas, among others, have been considered as potential sites of multimodal convergence (e.g. [1]). These areas seem to be involved in spatial attention processes and coordination of different reference frames (e.g. [1,19]; see also [20]), but also in crossmodal dynamic information processing [12], control of movement [42], object recognition and manipulation [44,72,86]. They are thus well-suited candidates for computing a multimodal representation of space and objects. Reciprocal connections between parietal areas and motor, visual, auditory and vestibular areas, as well as the cerebellum and frontal cortex, suggest that the parietal cortex could be involved in the coordination of different processing stages, in direct relation with intentional motor behavior [2,18,83].

All these neurophysiological correlates of crossmodal processing of sensory inputs indicate that the brain is able to maintain a coherent representation of space, although the precise mechanisms likely to carry on such optimal multisensory estimation are less well understood. As proposed by Ernst and Banks [28], interactions among modality-specific populations of neurons are sufficient to provide a unitary bimodal response, without the need to compute explicitly the weights given in inverse relation to the variance of the sensory estimators (see also [5]). Though this explanation relies on the implicit assumption that the brain performs the multiplication of two probability distributions regarding spatial features (e.g. depth cue), several electrophysiological studies have shown that spatial features, such as position and movement, could be encoded in the activity of selective populations of cortical neurons (e.g. [37]). The use of prior probability distributions in computing maximum-likelihood estimation through population codes has received much attention in recent computational models [21,79,80], which provide valuable explanations of the way perceptual system could perform crossmodal integration. Similar approaches that directly exploit the amount of noise carried by the sensory signals to derive a relevant sensory estimate have been proposed in the case of motor planning and sensorimotor learning (e.g. [46,57]).

5.3. Toward a 'rewired' vista of brain functional organization

Several crossmodal interactions that have been reviewed here mostly seem to affect early perceptual processing stages, suggesting that sensory processing in one modality can interact with correlated activity in another sensory modality. The observation that the activity of some brain areas usually considered as purely unimodal can be modulated by inputs from another modality [16,31,33,39,66,90] has recently led some authors to propose that crossmodal integration could be achieved through feedback projections from multimodal areas in addition to lateral interactions at the level of sensory-specific areas [15,16,24,26]. Higher cortical levels could therefore provide feedback connections to primary and secondary sensory areas, whose main activity most probably reflects a modality-specific coding of different spatial attributes in an internal reference frame (e.g. eye-centered, ear-centered, body-centered). Driver and Spence [26] have proposed that such feedback from multimodal levels could also influence unimodal processing of other spatial attributes through the lateral connections found in sensory areas. For example, orienting of attention to spatial visual location could enhance depth processing. Furthermore, these lateral modulations could be effective between areas devoted to the same modality or between areas of different modalities.

In her extensive review on anatomical studies of crossmodal processing, Calvert [15] has reported several structures—the superior temporal sulcus (STS) and inferior parietal sulcus (IPS), the posterior insula, the claustrum and the frontal cortex, that could be specifically activated in the perception of audiovisual speech, spatial localization and attention, the detection of bimodal temporal coincidence, crossmodal matching and learned crossmodal associations, respectively. Therefore, a wide network of potential sites is able to support crossmodal binding processes, depending on the task at hand and the sensory modalities involved in processing specific combination of perceptual features. Furthermore, the possibility that different cortico-cortical and cortico-subcortical networks could be involved in crossmodal processing is strengthened by some electrophysiological studies that have demonstrated significant interaction between associated somatosensory and auditory inputs [34], as well as between visual and auditory inputs [32,33,39], at early levels of the cortical processing hierarchy. These crossmodal interactions are expressed as modulations of brain responses in sensory-specific cortices, which depend on the kind of paired stimuli (redundant [32,39] vs. non-redundant [33]) and the kind of task (‘passive’ stimulation [34,35], detection [32], recognition [33,39]). These observations further challenge the hypothesis of a single route for crossmodal processing through backprojections from multimodal associative areas. In addition, several authors have highlighted the role of premotor cortex in multimodal representation of limb position [65], arm and face [43]. Crossmodal computation in the brain is thus not only at work in perceptual processing but could also be the basis of sensory guidance of movement, as previously discussed. In summary, the neural operations underlying
crossmodal integration seem to involve several dedicated cortical and subcortical structures [15,32], although the way they could interact together and with modality-specific processing remains to be determined more precisely through further investigations.

All these considerations call into question the classical view of the functional organization of the brain, which has been for a long time considered as a set of distinct modules carrying dedicated sensory- and motor-related functions. Therefore, an important matter that needs to be addressed in future research is to better characterize the cortical pathways involved in sensory processing of redundant and complementary spatial cues, and their possible interactions with motor control and high-level cognitive functions, since crossmodal integration appears to be involved in cortical reorganization following sensory deprivation [6], social behavior [129] or perception of emotion [23].

6. Conclusion

In this review, we have described several perceptual crossmodal interactions, and neurophysiological correlates of multimodal computation in the brain. It appears that our perceptuo-motor abilities follow from crossmodal processing of our surroundings, and that a coherent and unified percept can emerge from crossmodal binding of different sensory cues with varying amounts of reliability. In the light of all these converging behavioral and neurophysiological data, and with the support of challenging theoretical framework that could lead to several new investigations, the functional organization of the brain is gradually becoming regarded as a potentially more dynamic network than previously thought, where some modality-specific areas will better be described as modality-dominant areas. We would like to add that the coupling of all anatomical subsystems can perhaps be understood as one integrated dynamical network in which adaptive crossmodal binding of spatial and temporal features is achieved through recurrent activity between multimodal and sensory-specific areas, that not only modulates but also helps to define perceptual organization and motor control.
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